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We propose the use of Kernel Regularized Least Squares (KRLS) for social sclence modeding and inference
problems. KRLS borrows from machine learming methods designed to sohe regression and classification
problems without relying on linearity or additivity assumptions. The method constructs a flexible hypothesis
space that uses kernels as radal basis functions and finds the best-fitting surface in this space by
minimizAng a complexity-penalized least squares problem. We argue that the method is well-suited for
social science inguiry because it avoids strong parametric assumptions, yet allows interpretation in ways
analogous to genernalized linear models while also permiting more complex interpretation to examine
nonlinearities, interactions, and heterogeneous effects. We also extend the method in several directions
to make it more effective for social inquiry, by (1) deriving estimators for the pointwise marginal effects and
their vardances, (2) establishing unbiasedness, consistency, and asymptotic nomality of the KRLS estimator
under fairty general conditions, (3) proposing a simple automated rule for choosing the kernel bandwidth,
and (4) providing companion software. We ilustrate the use of the method through simulations and
empirical examples.
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Relationship to OLS and Kernel Regression
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Overfitting and Regularization
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Computing Marginal Effects
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Partial derivatives for a variable x_d at a single observation j
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Expected partial derivative for a variable x_d
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