
An epistemological viewpoint about the relationship between evidence 
and conclusions

ƺ

A mathematical argument about the logically correct beliefs one should 
hold given prior information (information external to the data set)  and 
information contained in a data set

ƺ

A set of technical and computational tools for determining this belief 
distribution in complex situations

ƺ

In Political Science, "Bayesian inference" encompasses many interrelated but 
distinct ideas

ω

We will examine each of these ideas in turn, focusing on the first two todayω

What is Bayesian Inference?
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Probably neither Bayesian nor frequentist ideas are developed enough to 
constitute a full epistemology or philosophy of science, but they do have starting 
points that are very different from one another

ω

Frequentists presume that there is a knowable state of the world that 
corresponds to some estimated parameter or quantity in a model

ω

uncertainty in estimates (presuming proper specification, etc.) comes from 
noise in the data generating process that obscures the signal

ƺ

Probability distributions produced are probabilities of this estimate 
occurring given some state of the world and an (estimated) degree of noise 
in the world

ƺ

Ex: a left-tail p-value for an estimated OLS coefficient is 0Òȿ πÁ

Bayesians are more interested in the connection between evidence and a pattern 
of beliefsthan in evidence and the true state of the world, which is unknown and 
possibly unknowable

ω

Idea: given what I believed before this study, and the likelihood of what I 
saw in evidence given my beliefs, what should I believe after this study?

ƺ

uncertainty in estimates can come from multiple places, including multiple 
states of the world, true noise/error, and incomplete evidence

ƺ

Bayesian vs. Frequentist epistemology
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Likelihood: the probability that a particular data set (or estimate from a data set) occurs given the state of the 
world

ω

0ÒὯȿ—
ὔ
Ὧ
— ρ —ƺ

Frequentists focus on this quantity; e.g., a "maximum likelihood" analysis would input N and k and then use 
numerical optimization to find the —that made 0ÒὯȿ— as large as possible

ƺ

e.g.: suppose we flip a coin N times, and the coin has an unknown theta probability of landing on heads. The 
likelihood that the coin lands on heads k times given theta is:

ω

This is typically NOT the quantity that researchers/consumers of research are interested inω

Wouldn't we want to know 0Ò—ȿὯ, the probability that theta is some particular value given the number of 
heads?

ƺ

e.g., in application we might want to know the probability that 0Ò— πȢυȿὯ and/or 0Ò— πȢυȿὯ --
whether the coin is fair

ƺ

In Bayesian terminology, beliefs are probability distributions over a set of states of the world (parameters, 
estimated quantities, hypotheses, etc.)

ω

The point of analysis is to determine the beliefs that a researcher should rationally hold after having seen the data 
set, so-called posterior beliefs

ω

State of the world = —ƺ

Discrete —: belief is 0Ò— —ȿὨὥὸὥƺ

Continuous —: belief that —ᶰɡ  is ᷿ Ὢ—ȿὨὥὸὥ
 

ƺ

How do we do that?ω

Likelihood vs. Posterior
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There is a mathematical relationship between a likelihood and a posterior belief: Bayes' Ruleω

Abstract variant: let A and B be distinct events. Then:ω

0Òὃȿὄ
0Òὄȿὃ0Òὃ

0Òὄ
ựựựựựựựựựựựự

This is easy to illustrate with a simple Venn diagram. It can also be proved if we accept definitionally that:

0Òὃȿὄ0Òὄ 0Òὃ ὄ᷈

That is, the probability that A and B both occur is the probability that B occurs times the probability that A occurs 
given that B has already occurred.

This extends easily to multiple events:ω

0Òὃȿὄ
0Òὄȿὃ 0Òὃ

В0Òὄȿὃ 0Òὃ 
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Or to continuous parameters:ω

Ὢ—ȿὄ
Ὢὄȿ—Ὢ—

Ὢ᷿ὄȿ—Ὢ—Ὠ—
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Bayes' Rule
Saturday, September 01, 2012 4:50 PM

   1 - Basic Concepts of Bayesian Inference Page 4    




